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Abstract—The main goal of a voice conversion system [1]-[6] 

is to modify the voice of a source speaker, in order to be 

perceived as if it had been uttered by another specific 

speaker. Many approaches found in the literature convert 

only the features related to the vocal tract of the speaker. 

Our proposal is to not only convert those characteristics of 

the vocal tract, but also to process the signal passing 

through the vocal chords. Thus, the goal of this work is to 

obtain better scores in the voice conversion results. Also, 

this paper describes a method of compensating for 

nonlinear distortions in speech representation caused by 

noise. The method described here is based on the histogram 

equalization method often used in digital image processing. 

Histogram equalization is applied to each component of the 

feature vector in order to improve the robustness of speech 

recognition systems. The paper describes how the proposed 

method can be applied to robust speech recognition and it is 

compared with other compensation techniques. 
 

 

Index Terms—voice conversion, K-histograms, cepstral 

mean normalization, histogram equalization, mean and 

variance normalization. 

 

I. INTRODUCTION 

Noise [7], [8] strongly degrades the performance of 

speech recognition systems. For this reason, robust 

speech recognition is one of the focus areas of speech 

research. Noise has two main effects on speech 

representation. First, it introduces a distortion in the 

feature space. Secondly, due to its random nature, it also 

causes a loss of information.  

The effect of the distortion depends on the speech 

representation and the type of the noise, and it usually 

produces a nonlinear transformation of the feature space. 

For example, in the case of cepstral based 

representations, additive noise causes a nonlinear 

transformation that has no significant effect on high-

energy frames but a strong effect on those with energy 

levels in the same range or below that of the noise. This 

distortion causes a mismatch between the training and 

recognition conditions. The acoustic models trained with 

speech acquired under clean conditions do not model 

speech acquired under noisy conditions accurately and 
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this degrades the Compensation methods for robust 

speech recognition mainly focus on minimizing this 

mismatch. Some methods try to adapt the acoustic 

models to noisy conditions in order to allow them to 

represent noisy speech properly, whereas other methods 

try to determine the features of the clean speech from the 

observed noisy speech. In the former case, the noisy 

speech [9]-[11] is recognized using noisy models. In the 

latter case, a clean version of the speech is recognized 

using the clean models. Finally, some methods include 

operations in the feature extraction module in order to 

minimize the effect of noise superimposed on the speech 

representation. 

Thus, for example, cepstral mean normalization is 

usually applied as a part of the feature extraction in order 

to remove the global shift of the mean affecting the 

cepstral vectors. This normalization compensates for the 

main effect of channel distortion and some of the side 

effects of additive noise. However, the nonlinear effects 

of additive noise on cepstral-based representations 

cannot be treated by CMN and this makes this method 

effective only for moderate levels of additive noise. This 

method is improved by mean and variance normalization 

because normalization of the mean and the variance 

yields a better compensation of the mismatch caused by 

additive noise. 

Other methods, such as spectral subtraction or the 

vector Taylor series (VTS) approach yield more effective 

compensation of additive noise since they can deal with 

the nonlinear effects of noise. Robust methods based on 

the adaptation of acoustic models include Statistical Re-

estimation and parallel model combination which apply 

independent corrections to each Gaussian pdf in the 

acoustic models. These are able to model nonlinear 

effects of the distortion caused by noise correctly. Most 

compensation methods are based on estimations of 

convolution and additive noise and a statistical or 

analytical formulation describing the effect of noise 

superimposed on the speech representation. 

This paper describes a method of compensating for the 

noise affecting speech representation. The method is 

based on the histogram equalization (HEQ) technique, 

which is often used in digital image processing. This 

technique has been adapted here for use with speech 

representation. This method provides a transformation 
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mapping the histogram of each component of the feature 

vector onto a reference histogram. This compensates for 

the effect of noise processes distorting the feature space. 

The effectiveness of the method relies on estimating the 

histograms of the speech to be compensated correctly 

and the assumption that the effect of the noise distortion 

is a monotonic transformation of the representation space. 

The first assumption makes the method more effective as 

more speech frames are involved in estimating the 

histograms. Generally, the second assumption cannot be 

verified due to the random behaviour of the noise 

process. 

II. HISTOGRAM EQUALIZATION FOR ROBUST SPEECH 

RECOGNITION 

HEQ was originated as a technique for digital image 

processing. Its aim is to provide a transformation 

 1 0x F x  that converts the probability density function 

 0 0p x  of the original variable into a reference 

probability density function    1 1 1refp x p x . The 

transformation therefore converts the histogram of the 

original variable into the reference histogram, it 

equalizes the histogram. The formulation of the method 

is described below. 

Let x0 be a uni-dimensional variable following a 

distribution  0 0p x . A transformation  1 0x F x  

modifies the probability distribution according to the 

expression in (1) 

    
 1
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where  1G x  is the inverse transformation of  0F x . 

The relationship between the cumulative probabilities 

associated with these probability distributions is given 

by(2) 
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And therefore, the transformation  1 0x F x , which 

converts the distribution  0 0p x  into the reference 

distribution    1 1 1refp x p x  (and hence converts the 

cumulative probability  0 0C x  into    1 1 1refC x C x ), 

is obtained from a (3) 

     
11

1 0 1 0 0 0 0ref
x F x C C x C C x

        
     

(3) 

where  1

refC C
 is the inverse function of the 

cumulative probability  1refC x , providing the value that 

corresponds to a certain cumulative probability. For 

practical implementations, a finite number of 

observations are considered and therefore cumulative 

histograms are used instead of cumulative probabilities. 

For this reason the procedure is referred to as histogram 

equalization rather than probability distribution 

equalization.  The HEQ method is frequently applied in 

digital image processing as a means of improving the 

brightness and contrast of digital images and to optimize 

the dynamic range of the grey level scale. HEQ is a 

simple and effective method for automatically correcting 

images that are either too bright or too dark or that have 

a poor contrast. 

III. APPLICATION OF HISTOGRAM EQUALIZATION TO 

THE SPEECH REPRESENTATION 

HEQ allows accurate compensation of the effect of 

any nonlinear transformation of the feature space 

provided that 1) the transformation is monotonic (and 

hence does not cause an information loss) and 2) There 

are sufficient observations of the signal being 

compensated to allow an accurate estimate of the original 

probability distribution. 

In the case of digital image processing, the brightness 

and contrast alterations are mainly due to incorrect 

lighting or nonlinearities in the receptors. These usually 

correspond to monotonic nonlinear transformations of 

the grey-level scale. On the other hand, an image 

typically contains from several thousand to several 

million pixels. All of them contribute to an accurate 

estimation of the original probability distributions. This 

makes HEQ very effective for image processing. 

 In the case of automatic speech recognition, the 

speech signal is segmented into frames, with a frame 

period of about 10ms, and each frame is represented by a 

feature vector. The number of observations for the 

estimation of the histograms is much smaller than in the 

case of image processing (typically several hundred 

frames per sentence) and also an independent HEQ 

procedure needs to be applied to each component of the 

feature vector. If the method is applied for noise 

compensation, it should be borne in mind that the more 

frames that are considered when estimating histograms, 

the more accurate the transformation obtained for the 

noise compensation will be. Additionally, HEQ is 

intended to correct monotonic transformations but the 

random behaviour of the noise makes the transformation 

no monotonic, resulting in a loss of information in 

addition to the mismatch. Therefore, like other noise 

compensation methods, HEQ can deal with the mismatch 

caused by the noise but not with the loss of information 

caused by the random behaviour of the noise. This limits 

the effectiveness of HEQ based noise compensation. We 

applied HEQ to each component of the feature vector 

representing each frame of the speech signal. In order to 

obtain the transformation for each component, the 

cumulative histogram was estimated by considering 100 

uniform intervals between 4i i   and 4i i   where 

i and i   are the mean the standard deviation for the 

8
th

 component of the feature vector, respectively. The 

transformation was computed according to for the points 
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in the center of each interval and was applied to the 

parameters to be compensated as a linear interpolation, 

as “Fig. 1” using the closet pair of points for which the 

transformation was computed. Original histograms were 

estimated using the frames of each utterance. Thus, the 

HEQ method was applied on a sentence-by-sentence 

basis. The speech representation used was based on the 

Mel Frequency Cepstral Coefficients (MFCC) and 

included the logarithm of the energy, the cepstral 

coefficients and the first and second associated 

regression coefficients. A Gaussian probability 

distribution with zero mean and unity variance was used 

as the reference probability distribution for each 

component. HEQ was applied as a part of the speech 

signal parameterization process both during training of 

the acoustic models and during the recognition process. 

Figure shows how the HEQ method compensates b for 

the effect of noise on the speech representation. In this 

case, we contaminated the speech signal with additive 

Gaussian white noise at SNRs ranging from 60 dB to 5 

dB. The figure shows the effect of the noise and HEQ on 

the energy coefficient and the 3
rd

cepstral coefficient. The 

plots in the first row show the original probability 

distributions1 for these components and for the different 

noise levels. As may be seen, the noise severely affects 

the probability distributions of the speech causing a 

considerable mismatch when the training and recognition 

SNRs differ. The plots in the second row show how 

these coefficients change over time. The speech signal 

corresponds to the pronunciation of the Spanish digit 

string “8089.” Again, the mismatch caused by noise can 

be observed. The plots in the third row show the 

transformations obtained in each case in order to convert 

the original histograms into the reference histogram, 

according to the procedure described above. The 

histograms of the transformed speech representation are 

shown in the following plots and, as may be observed, 

they approximate to the reference Gaussian probability 

distribution. Finally, the last plots show how the 

equalized components change over time. In this case, the 

mismatch caused by the noise is significantly reduced. 

However, HEQ cannot remove completely the noise 

effect due to its randomness. Similar plots would be 

observed for the other components. 

 

Figure 1.  Original histograms estimated frames 

IV. COMBINATION OF HISTOGRAM EQUALIZATION 

WITH OTHER METHOD 

One of the particularities of HEQ is that its 

formulation does not rest on any assumptions about the 

speech representation or the process causing the 

distortion. Other methods for robust speech recognition 

are formulated taking into account the nature of the noise 

and the mechanisms affecting the speech representation 

in a given domain. One could expect that such methods 

provide a compensation of the noise effects that is more 

accurate than that provided by HEQ. This absence of 

assumptions could be considered a drawback of the 

proposed HEQ method. 

However, because of this absence of assumptions, 

HEQ (Fig. 2) is able to deal with distortions coming 

from different processes. In particular, one could expect 

a compensation of the residual noise after applying other 

methods such as spectral subtraction, Wiener filtering or 

VTS. An additional improvement could be expected 

from compensation of this residual noise provided by 

HEQ. 

Effect of HEQ over the speech representation for the 

energy co efficient (plots in the left side) and the third 

cepstral coefficient (in the right side) 
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Figure 2.  Residual noise HEQ. 

A. Voice Conversion 

The goal of voice conversion systems is to convert the 

voice of a source speaker, so it is perceived as being 

pronounced by another specific speaker, who is called 

the target speaker. The next subsections describe the 

most important aspects of the voice conversion systems. 

B. Source-Filter Model 

The source-filter model is a representation of the 

phonatory system as a filter being excited by a source 

signal. The filter that represents the vocal tract of the 

speaker is modelled by using a series of coaxial tubes. 

This is made by using an n degree polynomial, where n 

is the number of tubes used in the model. The 

coefficients of this polynomial are called Linear 

Predictive Coding (LPC). The source of the system is the 

air flow that comes from the lungs and passes through 

the vocal cords. On the other hand, the inverse model of 

this filter is a widely used tool to analyze speech, 

because it decomposes the voice into the excitation and 

the vocal tract model using LPC coefficients. The next 

subsections describe the techniques used in this work to 

convert each component of the vocal tract model. 

C. Vocal Tract Conversion 

1) Line Spectral Frequencies (LSF) transformation 

In the most popular voice conversion systems pairs of 

source-target Line Spectral Frequencies (LSF) 

parameters are modelled using an approach of Gaussian 

mixture models. In some cases, the initialization of the 

parameters of the model is done by applying the k-means 

clustering algorithm. In this work, quantized LSF 

coefficients are clustered using k-histograms and source 

parameters are transformed into target parameters 

through a Non-Gaussian approach via the cumulative 

density function (CDF).The k-means algorithm is one of 

the most widely used clustering algorithms. Given a set 

of numeric objects Xi  D and an integer number k, the 

k-means algorithm searches for a partition of D into k 

clusters that minimizes the within groups sum of squared 

errors (WGSS). This process can be formulated as the 

minimization of the function P (W, Q) with respect to W 

and Q, as shown in Equation in “Fig. 3”. 

 

Figure 3.  Vocal tract conversion noise 

2) Clustering using k-histograms 

K-histograms are an interesting approach to cluster 

categorical data. Each cluster is represented by the 

histograms of the elements of that cluster. Assuming that 

each element Xi is a vector of m categorical values 

xi,1...xi, m, equation can be adapted to categorical data 

defining a distance based on the histograms of the cluster, 

as shown in Equation (4). 

 ,

1
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i l i L
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where 
,i lw  is the partition matrix. The distanced 

compares the histograms of the cluster of each element. 

The clustering algorithm is explained in detail by He 

et al. In this paper, k-histograms are used to partition into 

sets the vectors of features (LSF parameters) utilized in 

voice conversion. The LSF parameters are discredited to 

estimate the counts in the histograms of each set. The 

source and target LSF vectors are aligned in the training 

set, and they are jointly partitioned using k-histograms. 

Then, when estimating by using histograms we make no 

assumptions about a particular distribution of the 

parameters. The conversion between source and target 

parameters using histograms is performed by applying a 

Non- Gaussian to Non-Gaussian mapping via the 

cumulative distribution function (CDF) coefficient by 

coefficient, as shown in equation (5). 

 1

j ji y x iy F F x


  
                           

(5) 

The LSF parameter xi of the source speaker is mapped 

into the target LSF parameter ˆ yi using the CDF of 

source and target ith LSF parameter and jth set (Fxj and 

Fyj respectively). The different available sets are 

obtained using the partition of the LSF parameter space 

via the k-histograms clustering technique. 

The decision about the set j used in the transformation 

of a given source feature vector x is performed 

calculating the joint probability of each component of the 

vector (of dimension K) for each possible set in the 

equation (6). 

  log
j

k

j x i

i

p f x
                       

(6) 

fxj is the probability that the coefficient xi belongs to 

set j. The vector belongs to the set j with the highest 

probability pj .The parameters estimated by means of Eq. 

4 are used to perform the synthesis of the target speech. 

The next subsection explains the proposed conversion 

method based on the LSF transformation shown in this 

section. 

D. Voice Conversion Using K-Histograms 

The voice conversion algorithm using k-histograms 

can be described in four steps: windowing and 

parameterization, inverse filtering, parameter 

transformation and re-synthesis. In the first step, each 

utterance is divided into overlapping pitch synchronous 

frames with a width of two periods. An asymmetrical 

Hamming window is used to minimize boundary effects. 

The parameterization consists of a 20th order LSF vector. 

Then, the source excitation (the residual of LPC 

estimation) is calculated via inverse filtering with the 

LPC parameters obtained in each frame. 

In the third step, the LSF parameters are transformed 

by using the CDF estimated for the set with the highest 

probability calculated as shown in Equation. The 

transformation includes a discretization of the LSF 

parameters that span from 0 to  The degree of 

discretization is an adjustable parameter and it is directly 

related to the amount of available data to estimate 

histogram counts. The estimated CDF is obtained by 

means of the training process, where source and target 

LSF parameter vectors are aligned to obtain the mapping 

function using k-histograms. The alignment information 

is extracted from phoneme boundaries provided by a 

speech recognizer. Inside the boundaries of a frame, the 

alignment is proportional. Finally, the transformed LSF 

parameters are transformed into LPC coefficients, and 

they are used to obtain the target converted voice by 

filtering the source citation. The fundamental frequency 

is transformed using a mean and standard deviation 

normalization and the signal is re-synthesized using TD-

PSOLA. In Figure it is shown a scheme of a simple 

system that makes voice conversion only using K-

Histograms, without any transformation of the source 

residual signal (es). 

System based on K-Histograms, without modification 

of the residual signal es  

Although K-Histograms is an approximation that uses 

statistical tools likewise the GMM model, Uriz et al. 

obtained a better conversion with this non-Gaussian 

approach, without introducing assumptions about the 

distribution of the LSF coefficients. The main drawback 

of this proposal is the discretization of LSF parameters 

that introduces noise in the estimation. This is reduced 

by using a high quantity of levels to discredited the 

cumulative distribution function (3140 bins), and 

consequently, this error is negligible. 

 

Figure 4.  Feature vector or the effect that the different noise processes 

V. CONCLUSION 

In this paper, a voice conversion algorithm based on 

K-Histograms and averaging of residual signal stored in 

a database was presented. Objective and subjective 

experiments show that the proposed method has a higher 

performance in the converted voices. Since the level of 

similarity of the resulting audios remains the same, a 

better trade-off of similarity and quality than the system 

that re-synthesizes the voice using only one residual 

segment is obtained. This paper shows that the results of 

the system using residual averaging are slightly lower 

than the reference system, which uses privileged 

information for the excitation of the converted voice. 

This is important because the main limitation of the 

performance of this system is the size of the pre-recorded 

database. Thus, when increasing the size of the database, 

the performance of the system would increase to near the 

reference value. Also this paper describes an adaptation 

of the HEQ method to robust speech recognition. Based 

on an estimation of the histograms for the different 
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components of the feature vectors in the sentence to be 

recognized, the method provides the transformations 

(one for each component) that convert the original 

histograms into a reference one. This method is able to 

compensate for the nonlinear distortions caused by noise. 

HEQ compensates for the effect of noise without relying 

on any prior assumptions about the nature of the 

components in the feature vector or the effect that the 

different noise processes affecting the speech signal 

produce on those components. The compensation 

technique put forward here has been evaluated with 

continuous speech recognition experiments in which the 

signal has been contaminated at different SNRs with 

different types of noise. The HEQ method has yielded 

significant improvements in recognition performance 

under noisy conditions with respect to the baseline 

recognizer and with respect to linear methods such as 

CMN and MVN. HEQ can be considered as an extension 

of CMN and MVN to all the moments of the pdf. This 

way, HEQ provides appropriate transformations to 

compensate for the nonlinear effects caused by noise. 
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